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Abstract
Human replicas highly resembling people tend to elicit eerie sensations—a phenomenon known as the uncanny valley. To test whether this effect is attributable to people's ascription of mind to (i.e., mind perception hypothesis) or subtraction of mind from androids (i.e., dehumanization hypothesis), in Study 1, we examined the effect of face exposure time on the perceived animacy of human, android, and mechanical-looking robot faces. In Study 2, in addition to exposure time, we also manipulated the spatial frequency of faces, by preserving either their fine (high spatial frequency) or coarse (low spatial frequency) information, to examine its effect on faces' perceived animacy and uncanniness. We found that perceived animacy decreased as a function of exposure time only in android but not in human or mechanical-looking robot faces (Study 1). In addition, the manipulation of spatial frequency eliminated the decrease in android faces' perceived animacy and reduced their perceived uncanniness (Study 2). These findings link perceived uncanniness in androids to the temporal dynamics of face animacy perception. We discuss these findings in relation to the dehumanization hypothesis and alternative hypotheses of the uncanny valley phenomenon.

Keywords
uncanny valley, animacy, face perception, mind perception, dehumanization, temporal dynamics

As humans, we are prone to attribute human characteristics, such as a mind, to objects, particularly those that bear a physical resemblance to us (K. Gray & Wegner, 2012; Guthrie, 1993; Martini et al., 2016). This tendency is broadly known as anthropomorphism (Epley & Waytz, 2010).
For decades, scientists have capitalized on this human tendency to create robots with humanlike features to serve in healthcare, education, and various other domains (Broadbent, 2017; Damiano & Dumouchel, 2018). Although humanlike features, such as a face, prompt us to attribute minds to robots (DiSalvo et al., 2002; Fink, 2012), up to a certain point, increasingly humanlike features cease to render robots more human, but elicit feelings of unease, eeriness, and revulsion, creating the so-called uncanny valley phenomenon (Mori et al., 2012).

**Mind Perception Hypothesis**

In the past decade and a half, researchers have debated over whether the uncanny valley exists (Bartneck et al., 2007; MacDorman & Ishiguro, 2006; Mathur & Reichling, 2016) and how to account for it (Wang et al., 2015). Although most accounts tend to focus on the physical properties of the human replicas (e.g., the inconsistency between humanlike eyes and a doll-like nose), K. Gray and Wegner (2012) focus on the cognitive processes of the human perceivers (see also Misselhorn, 2009). They argue that the uncanny valley is due to humans’ ascription of minds to robots, which violates humans’ expectations for machines lacking human capacities to feel and sense (H. M. Gray et al., 2007; Mind Perception Hypothesis). Nevertheless, the authors did not address why the ascription of mind would be associated with eerie feelings mostly in entities highly resembling humans, such as androids (Mathur & Reichling, 2016; Wang & Rochat, 2017), but not among pets, cartoon characters, or mechanical-looking robots (Misselhorn, 2009).

At the center of this controversy lies the issue regarding how perceptual cues allow us to perceive others as minded creatures (Deska & Hugenberg, 2017; Schroeder & Epley, 2016). Mind perception broadly entails both determining (a) whether others possess minds (mind awareness) and (b) what state of mind they might be in (mental state awareness; Epley & Waytz, 2010; Varga, 2017). Here, we focus on the mind awareness aspect of mind perception and investigate how faces signal the presence of minds (or the lack thereof), a process that cognitive psychologists and neuroscientists refer to as face animacy perception (Looser & Wheatley, 2010). In particular, we aim at demonstrating how the temporal dynamics of face animacy perception (Looser & Wheatley, 2010) might be inextricably linked to the uncanny valley in androids.

**Dehumanization Hypothesis**

Philosophers have long argued that we perceive minds in others “through the senses” (see Varga, 2017, p. 788). Consistent with this proposition, research demonstrates distinct neural correlates in the brain involved in the perception of minds in faces: Only human faces elicit a sustained late positivity in the event-related potential beyond 400 ms following stimulus onset, whereas doll faces do not, despite both face types eliciting an early face-sensitive N170 component (Wheatley et al., 2011). These findings suggest that two stages of face perception—face form and face animacy—unfold in time. Although the first stage (before 400 ms after stimulus onset) allows perceivers to detect a face rapidly, the second stage (400 ms after stimulus onset) discerns whether the face possesses a mind (Looser et al., 2013).

Although the two-stage model seems to suggest a rigid dichotomy between face and mind, it does not rule out the possibility that humans would attribute minds to faces earlier than 400 ms. Rather, given that faces are a common signal for mind (Gao et al., 2010; Looser & Wheatley, 2010) and that face detection occurs as quickly as 100 ms (Crouzet et al., 2010),
human minds might attribute minds to faces as soon as they detect them. Importantly, this early attribution of mind might be characterized by an anthropomorphic tendency to overattribute mind to nonhuman agents (Guthrie, 1993). Therefore, Wang et al. (2015) propose the dehumanization hypothesis, arguing that the uncanny valley might be linked to a decrease in perceived animacy of android faces as a function of exposure time. In particular, the rapid face detection coupled with a natural tendency for anthropomorphism predicts an initial overattribution of minds to android faces, followed by a subtraction of minds from them when humans discriminate android from human faces beyond 400 ms after stimulus onset.

**Pitting the Dehumanization Hypothesis Against the Mind Perception Hypothesis**

Although both the dehumanization and the mind perception hypotheses argue for the crucial role played by mind perception in eliciting the uncanny valley, the two hypotheses differ profoundly in their underlying assumptions, which lead to opposing predictions regarding how perceived face animacy would change as a function of exposure time. In particular, the dehumanization hypothesis assumes that people initially attribute high animacy to an android face, predicting a decrease in animacy over time following 400 ms after stimulus onset. In contrast, the mind perception hypothesis is based on the default assumption that an android face is inanimate; only with increasing exposure to the face do people attribute a mind to it, predicting an increase in animacy over time (Wang et al., 2015). Therefore, according to the dehumanization hypothesis, we predicted that perceived animacy should decrease in android faces. In contrast, we predicted that perceived animacy should remain stable in human and mechanical-looking robot faces.

**Coarse Versus Fine Information in Face Animacy Perception**

By proposing the two-stage model of face processing, researchers assume that face form detection relies mainly on coarse information carried by low spatial frequency (LSF), whereas face animacy perception requires scrutinizing the fine details (Looser & Wheatley, 2010; Wheatley et al., 2011) carried by high spatial frequency (HSF; Peters et al., 2018).

Building upon this plausible assumption, we introduced a novel paradigm, in which faces are presented intact during the first 100 ms (form perception) but filtered to preserve either the HSF or LSF during later stages of processing (animacy perception; e.g., 100 ms–500 ms and 500 ms–1000 ms after stimulus onset). This design allows us to focus on the second stage of face processing most crucial for discerning face animacy (Wheatley et al., 2011) to examine how selectively interfering with this stage of processing might influence faces’ perceived animacy. If android faces are naturally associated with a decrease in perceived animacy over time, according to the dehumanization hypothesis, this manipulation should predict a reduction in the decrease in perceived animacy, which allows us to examine its downstream effect of the perceived uncanniness of android faces. In particular, we predicted that removing either HSF or LSF after the first 100 ms of the presentation should mitigate the perceived uncanniness of android faces. In addition, we predicted that removing HSF should yield a more pronounced effect compared with the removal of LSF, given the assumption that HSF plays a dominant role in the perception of animacy during later stages of face processing.

**Overview of Present Research**

The primary goal of the present research is to test the dehumanization hypothesis against the mind perception hypothesis. To do so, we focused on three types of faces varying in their level of uncanniness—human, android, and mechanical-looking robot (Wang et al., 2020).
In Study 1, we systematically manipulated the exposure time of faces to examine how perceived face animacy might change as a function of exposure time, depending on face type. Following our dehumanization hypothesis, we predicted that only for android faces, perceived animacy would decrease over time (i.e., high-then-low animacy). In contrast, it would remain low in mechanical-looking robot faces and high in human faces. In Study 2, in addition to manipulating exposure time, we manipulated the spatial frequency of the face. Following our dehumanization hypothesis, we predicted that the manipulation of spatial frequency would both influence the temporal trajectory of face animacy perception and reduce the perceived uncanniness of android faces.

**Study 1**

In Study 1, we systematically manipulated the exposure time of each type of face to examine its effect on participants’ ratings of faces’ perceived animacy.

**Methods**

*Participants.* We recruited 58 undergraduate students (\(M_{\text{age}} = 19.01, \ SD = 1.78\)) from Emory University with normal or corrected-to-normal vision for our study. The sample size was determined based on previous research (Wang & Rochat, 2017). Participants received course credits and were debriefed after testing. All participants were naive to the specifics of the experiment and the driving hypothesis.

*Materials.* The stimuli were 57 static, color, images of faces used in our previous research (Wang & Rochat, 2017; Wang et al., 2020) featuring humans (\(n = 19\)), androids (\(n = 25\)), and mechanical-looking robots (\(n = 13\); see Appendix A). We cropped, resized, and converted these images to PNG format. The stimuli were presented on a 23-inch LCD computer screen, displayed on a white background. Each stimulus subtended a visual angle of approximately 5.4° × 7.5°.

*Procedure.* The task consisted of three blocks of trials (see Figure 1). The same 57 faces were presented one at a time and in a randomized order at 100 ms in the first, 500 ms in the second, and 1000 ms in the third block. We presented the three blocks in succession with increasing exposure time to control for the potential carryover effect of longer exposure time on short exposure time condition in the judgment of face animacy. Participants were told that faces would be presented briefly on the screen, and their task was to rate how alive each face looked. The term *alive* was chosen as a proxy of perceived animacy of the face following the procedure of Looser and Wheatley (2010).

Each trial started with a fixation cross (+) at the center of the screen for 500 ms. A face then appeared at the same location for the given exposure time. Immediately afterward, participants were prompted to rate the degree to which the face looked alive by using a 6-point Likert-type scale ranging from 1 (*not alive*) to 6 (*alive*) appearing on the screen with unlimited response time. Finally, participants provided demographic information on their age, gender, and ethnicity.

**Results and Discussion**

In Study 1, we hypothesized that only for android faces, perceived animacy would decrease as a function of exposure time (i.e., high-then-low animacy). To test this hypothesis, we computed
the mean ratings of animacy for each of the three types of faces at each of the three exposure times (see Table 1 for descriptive statistics). Visual inspection of the normal quantile–quantile plots (hereafter referred to as normal Q–Q plots, see Appendix B) revealed that the distribution of mean ratings of animacy deviated from normality in human and mechanical-looking robot faces. Nevertheless, given that the sample was sufficiently large ($N = 58$), the sampling distribution of the mean would tend to be normally distributed. Therefore, the mean ratings of animacy were submitted to a $3$ (face type [human, android, and mechanical-looking]) $\times$ $3$ (exposure time [100 ms, 500 ms, and 1000 ms]) repeated-measures analysis of variance (ANOVA) using R’s *afex* package (Singmann et al., 2018). For repeated-measures ANOVA with factors having more than two levels, when Mauchly’s test indicated a violation of the assumption of sphericity, we employed Greenhouse–Geisser estimates of sphericity to correct the degrees of freedom. For each significant main effect or simple main effect, we conducted follow-up pairwise comparisons using a Bonferroni-adjusted alpha level of .017 per test (.05/3).

The ANOVA yielded a hypothesized significant interaction effect between face type and exposure time, $F(3.07, 174.82) = 26.65$, $p < .0001$, $\eta^2_p = .32$. Corroborating our

### Table 1. Mean (Standard Deviation in Parentheses) Values of Perceived Animacy for Each Level of Exposure Time by Each Face Type ($N = 58$).

<table>
<thead>
<tr>
<th>Exposure time (ms)</th>
<th>Face type</th>
<th>Human</th>
<th>Android</th>
<th>Mechanical</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td></td>
<td>5.07 (0.77)</td>
<td>3.14 (0.59)</td>
<td>1.13 (0.38)</td>
</tr>
<tr>
<td>500</td>
<td></td>
<td>4.90 (0.82)</td>
<td>2.44 (0.60)</td>
<td>1.08 (0.29)</td>
</tr>
<tr>
<td>1000</td>
<td></td>
<td>4.93 (0.81)</td>
<td>2.37 (0.60)</td>
<td>1.08 (0.25)</td>
</tr>
</tbody>
</table>

*Figure 1.* Schematic Representation of the Procedure in Study 1 in Which Faces Were Presented for 100 ms, 500 ms, or 1000 ms. Following each presentation, participants rated their perceived animacy based on a 6-point Likert-type scale: 1 (*not alive*) to 6 (*alive*).
hypothesis, at an alpha level of .017, simple main effect analyses revealed a statistically significant difference between levels of exposure time in the ratings of animacy of android faces, $F(1.46, 83.36) = 55.31, p < .0001, \eta^2_p = .49$, but not of mechanical-looking robot faces, $F(1.58, 89.98) = 3.63, p = .04, \eta^2_p = .06$, or human faces, $F(1.56, 89.01) = 2.98, p = .07, \eta^2_p = .05$. Follow-up pairwise comparisons revealed that for android faces, there were significant differences in ratings of animacy between 100 ms ($M = 3.14, SD = 0.59$) and 500 ms ($M = 2.44, SD = 0.60$), $t(57) = 8.44$, Cohen’s $d = 1.11$, $p < .0001$, and between 100 ms ($M = 3.14, SD = 0.59$) and 1000 ms ($M = 2.37, SD = 0.60$), $t(57) = 7.76$, Cohen’s $d = 1.02$, $p < .0001$, but there was no significant difference between 500 ms ($M = 2.44, SD = 0.60$) and 1000 ms ($M = 2.37, SD = 0.60$), $t(57) = 1.20$, Cohen’s $d = .16$, $p = .23$. All $p$ values were two-tailed. The results of Study 1 are summarized in Figure 2.

To ensure that our results are not driven by particular images or participants, we additionally modeled item response data with crossed random effects for stimuli/images and participants (Locker et al., 2007) with face type and exposure time as predictors. The results showed that after controlling for the random stimulus and participant effects, the interaction between face type and exposure time remained statistically significant, $\chi^2 (4) = 76.4$, $p < .001$.

In summary, data of Study 1 demonstrate that perceived animacy decreases significantly as a function of exposure time for android but not for mechanical-looking robot or human faces. Importantly, in android faces, perceived animacy drops between 100 ms and 500 ms, consistent with the finding that humans begin to discern face animacy perception around 400 ms after stimulus onset (Wheatley et al., 2011).

![Figure 2. Mean Ratings of Animacy at Each Level of Exposure Time (100 ms, 500 ms, and 1000 ms) and for Each Face Type (Human, Android, and Mechanical-Looking).](image-url)
Study 2

In Study 2, we selectively preserved either the HSF (Study 2a) or LSF (Study 2b) of the faces during later stages of presentation (e.g., 100 ms–500 ms and 500 ms–1000 ms after stimulus onset) to examine their effects on changes in perceived animacy as a function of exposure time. In particular, based on our earlier discussion, we predicted that removing either HSF or LSF after the first 100 ms of the presentation should mitigate the eerie feelings by potentially reducing the magnitude of the decline in android faces’ perceived animacy (see Study 1). In addition, if HSF plays a more significant role in face animacy perception than does LSF during later stages of face processing, we predicted that removing HSF (Study 2b) should create a similar, yet more pronounced effect compared with the removal of LSF (Study 2a).

Methods

Participants. We conducted a power analysis using G*Power 3.1 (Faul et al., 2007) for a 2 (condition [BSF vs. BSF + HSF]) × 3 (exposure time [100 ms, 500 ms, and 1000 ms]) interaction, assuming a small effect ($\eta_p^2 = .05$), a type I error rate of .05, and a .8 correlation between measures. This suggested a target $N$ of 22 for 95% power in each study. Twenty-two undergraduate students ($M_{age} = 18.95, SD = 1.05$) participated in Study 2a, and another 22 ($M_{age} = 18.91, SD = 1.02$) participated in Study 2b.

Materials. The same 57 static face images of Study 1 were used but passed through a spatial frequency filter to preserve either HSF (Study 2a) or LSF (Study 2b). We used a cutoff frequency of 8 cycles per face width for LSF faces and a cutoff frequency of 32 cycles per face width for HSF faces based on a previous study (Goffaux et al., 2005).

The original images containing the broad spectrum of spatial frequency (BSF) and the filtered images (HSF and LSF) were equated on mean luminance using MATLAB (The Mathworks, 2017) and its SHINE toolbox (Willenbockel et al., 2010), resulting in 171 grayscale images (e.g., stimuli, see Appendix C).

Procedure

Study 2a. Participants completed the task in the control and experimental conditions in succession (see Figure 3). In each condition, face animacy ratings (Block 1 through 3) were followed by face uncanniness ratings (Block 4).

Control. In the control condition, the 57 faces were presented in BSF. Animacy ratings (Block 1–3) replicated the procedure of Study 1, except that the faces were grayscale after being matched on low-level visual properties (e.g., mean luminance). Uncanniness ratings (Block 4) replicated Block 3, in which each face was presented for 1000 ms; however, participants were instead prompted to rate face perceived uncanniness by using a 6-point Likert-type scale ranging from 1 (least uncanny) to 6 (most uncanny). The prompt read, “How much does this face make you feel uncanny (e.g., feelings of eeriness, unease, and/or repulsion)?” The terms for measuring uncanny feelings were adopted based on the literature (e.g., Ho et al., 2008; Mori et al., 2012).

Experimental. In the experimental condition, animacy ratings followed a similar procedure, except that at the 500 ms (Block 2) and 1000 ms (Block 3) levels of exposure time, instead of showing the faces in BSF throughout the presentation, the same face was presented twice in succession first in BSF and then in HSF. Specifically, BSF was first presented
for 100 ms and immediately followed by HSF for either 400 ms in Block 2 or 900 ms in Block 3. During the uncanniness rating task, each face was again first presented in BSF for 100 ms and immediately followed by HSF for another 900 ms; participants then rated the face on its perceived uncanniness.

**Study 2b.** Study 2b followed the same procedure of Study 2a, except that the filtered images preserved LSF rather than HSF.

**Results and Discussion**

Because the perceived animacy of human and mechanical-looking robot faces did not significantly differ as a function of exposure time (Study 1), in Study 2, we focused on android faces to examine the effect of spatial frequency manipulation on faces’ perceived animacy and uncanniness. In particular, according to the dehumanization hypothesis, we predicted that manipulating the spatial frequency of android faces should diminish the reduction in android faces’ perceived animacy as a function of exposure time and reduce their perceived uncanniness.

**Study 2a.** We computed the mean ratings of animacy of android faces at each level of exposure time in both the control (BSF only) and experimental (BSF + HSF) conditions (see Table 2 for descriptive statistics for both Study 2a and 2b). Visual inspection of normal Q–Q plots indicated that the mean ratings of animacy and uncanniness for android faces were normally distributed for each combination of exposure time (100 ms, 500 ms, and 1000 ms) and condition (control and experimental; see Appendix D). Therefore, the mean ratings of animacy were submitted to a 2 (condition [BSF vs. BSF + HSF]) × 3 (exposure time [100 ms, 500 ms, and 1000 ms]) repeated-measures ANOVA. In the following analyses, we followed the same statistical procedures in Study 1.
Table 2. Mean (Standard Deviation in Parentheses) Values of Perceived Animacy for Each Level of Exposure Time by Condition and Study.

<table>
<thead>
<tr>
<th>Study</th>
<th>Condition</th>
<th>Exposure time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>100</td>
</tr>
<tr>
<td>Study 2a (N = 22)</td>
<td>Control</td>
<td>3.46 (0.87)</td>
</tr>
<tr>
<td></td>
<td>Experimental</td>
<td>2.69 (0.90)</td>
</tr>
<tr>
<td>Study 2b (N = 22)</td>
<td>Control</td>
<td>3.52 (0.79)</td>
</tr>
<tr>
<td></td>
<td>Experimental</td>
<td>2.80 (0.63)</td>
</tr>
</tbody>
</table>

The ANOVA yielded a predicted interaction between condition and exposure time, $F(1.51, 31.79) = 34.82, p < .0001, \eta^2_p = .62$. Corroborating our hypothesis, the findings in the control condition (BSF only) of Study 2a replicated those in Study 1, $F(1.53, 32.06) = 14.10, p = .0001, \eta^2_p = .40$, and follow-up pairwise comparisons revealed significant differences in ratings of animacy between 100 ms ($M = 3.46, SD = 0.87$) and 500 ms ($M = 2.88, SD = 0.86$), $t(21) = 3.42, Cohen’s d = 0.73, p = .003$, and between 100 ms ($M = 3.46, SD = 0.87$) and 1000 ms ($M = 2.65, SD = 0.96$), $t(21) = 4.38, Cohen’s d = 0.93, p = .0003$, but not between 500 ms ($M = 2.88, SD = 0.86$) and 1000 ms ($M = 2.65, SD = 0.96$), $t(21) = 2.18, Cohen’s d = 0.46, p = .04$.

In contrast, in the experimental condition (BSF+HSF), ratings of animacy differed among the three exposure time conditions, $F(1.44, 30.17) = 9.83, p = .001, \eta^2_p = .32$. Follow-up pairwise comparisons revealed that ratings of animacy significantly differed between 100 ms ($M = 2.69, SD = 0.90$) and 500 ms ($M = 3.03, SD = 1.06$), $t(21) = -3.6, Cohen’s d = -0.77, p = .002$, and between 100 ms ($M = 2.69, SD = 0.90$) and 1000 ms ($M = 2.97, SD = 1.10$), $t(21) = -3.0, Cohen’s d = -0.64, p = .007$, but not between 500 ms ($M = 3.03, SD = 1.06$) and 1000 ms ($M = 2.97, SD = 1.10$) of exposure time, $t(21) = 1.24, Cohen’s d = 0.26, p = .23$.

In addition to ratings of face animacy, we examined the effect of the spatial frequency manipulation (BSF+HSF) on participants’ ratings of face uncanniness. We found that the mean ratings of uncanniness of Android faces were significantly different between the control (BSF only; $M = 4.39, SD = 0.78$) and the experimental (BSF+HSF; $M = 3.99, SD = 0.90$) conditions, $t(21) = 3.70, Cohen’s d = 0.79, p = .001$ (see Figure 4). All $p$ values were two-tailed.

**Study 2b.** Compared with the experimental condition of Study 2a in which images retaining only HSF were presented during the later stages of processing, we hypothesized that the manipulation in Study 2b would yield a similar or even stronger effect on ratings of face animacy and uncanniness. Like in Study 2a, we compared the changes in these ratings between the control (BSF only) and experimental (BSF+LSF) conditions.

The ANOVA yielded a predicted interaction between condition and exposure time, $F(1.28, 26.91) = 17.45, p = .0001, \eta^2_p = .45$. Corroborating our hypothesis, the findings in the control condition (BSF only) of Study 2b replicated those in the control condition of Study 2a, $F(1.14, 23.92) = 18.14, p = .0002, \eta^2_p = .46$, showing that ratings of animacy were significantly different between 100 ms ($M = 3.52, SD = 0.79$) and 500 ms ($M = 2.90, SD = 0.72$), $t(21) = 3.86, Cohen’s d = 0.82, p < .001$; between 100 ms ($M = 3.52, SD = 0.79$) and 1000 ms ($M = 2.65, SD = 0.82$), $t(21) = 4.55, Cohen’s d = 0.97, p < .001$; and between 500 ms ($M = 2.90, SD = 0.72$) and 1000 ms ($M = 2.65, SD = 0.82$), $t(21) = 3.98, Cohen’s d = 0.85, p < .001$. 
Similar to the findings of Study 2a, presenting faces retaining only LSF during later stages of processing yield an overall main effect of exposure time on the perceived animacy of android faces, $F(1.69, 35.55) = 4.47, p = .024, \eta^2_p = .18$. Nevertheless, follow-up pairwise comparisons revealed no significant differences in ratings of animacy between 100 ms ($M = 2.80, SD = 0.63$) and 500 ms ($M = 3.02, SD = 0.70$), $t(21) = –2.39, Cohen’s $d$ = –0.51, $p = .027$; between 100 ms ($M = 2.80, SD = 0.63$) and 1000 ms ($M = 3.00, SD = 0.73$), $t(21) = –2.31, Cohen’s $d$ = –0.49, $p = .03$; and between 500 ms ($M = 3.02, SD = 0.70$) and 1000 ms ($M = 3.00, SD = 0.73$), $t(21) = .27, Cohen’s $d$ = 0.06, $p = .79$ at a Bonferroni-adjusted alpha level of .017 per test (.05/3).

In addition to ratings of face animacy, we examined the effect of the spatial frequency manipulation (BSF + HSF) on participants’ ratings of face uncanniness. We found that the mean ratings of uncanniness of android faces were significantly different between the control (BSF only; $M = 4.07, SD = 0.54$) and the experimental (BSF + LSF; $M = 3.83, SD = 0.52$) conditions, $t(21) = 2.86, Cohen’s $d$ = 0.61, $p = .009$ (see Figure 5). All $p$ values were two-tailed.

To examine whether the magnitude of reduction in mean ratings of the uncanniness of android faces differs in terms of effect size between the experimental condition of Study 2b (Cohen’s $d = 0.61$) and that of Study 2a (Cohen’s $d = 0.79$), we conducted a mixed-design ANOVA treating the type of manipulation (BSF + HSF vs. BSF + LSF) as a between-subject and condition (control vs. experimental) as a within-subject factor. This analysis did not yield any significant interaction between manipulation type and condition, $F(1, 42) = 1.18, p = .28, \eta^2_p = .03$. These findings suggest that removing either LSF or HSF from android faces during later stages of processing yields a similar effect in terms of reducing these faces’ perceived uncanniness compared with the same faces containing the BSF in the control condition.

To ensure that our results are not driven by particular images or participants, we modeled item response data for the ratings of both animacy and uncanniness of android faces. The results showed that for both Study 2a and Study 2b (data were collapsed given that the type of manipulation was nonsignificant and excluded from the model), after controlling for the...
random stimulus and participant effects, the interaction effect between condition and exposure time remained statistically significant for the ratings of animacy, $\chi^2 (2) = 254.05$, $p < .001$, and that the effect of condition remained statistically significant for the ratings of uncanniness, $\chi^2 (1) = 45.54$, $p < .001$.

In sum, in both Study 2a and Study 2b, we provided further evidence for the dehumanization hypothesis by showing that spatial frequency manipulation both eliminates the decrease in perceived animacy during later stages of processing for android faces and reduces their perceived uncanniness.

Contrary to our prediction, however, we found no statistically significant differences in the ratings of face uncanniness between the two spatial frequency manipulations in the two studies. One possibility is that although the scrutiny of details might characterize face animacy perception, coarse information might be indispensable for extracting fine details during face animacy perception. Alternatively, HSF might not play a more important role in face animacy perception than LSF. In fact, Goffaux et al. (2005) demonstrate that LSF is more important than HSF in supporting the configural processing of faces. Given the fact that configural processing contributes to the attribution of minds to faces (Deska et al., 2017) and the disruption of configural processing leads to dehumanization (Fincher & Tetlock, 2016), LSF might play a role as important as HSF during face animacy perception by facilitating configural face processing.

One might argue that the manipulation of spatial frequency, rather than influencing the perceived uncanniness of android faces via disrupting animacy perception, merely reduced faces’ level of human likeness. If this hypothesis holds, the effect of spatial frequency manipulation on faces’ perceived uncanniness should hold for android as well as human and mechanical-looking robot faces.

However, this alternative explanation is unlikely. An exploratory analysis rejected this prediction by showing that the effect of spatial frequency manipulation, unlike in androids, did not reach statistical significance in either human—Study 2a: $t(21) = -2.02$, Cohen’s $d = -0.43$, $p = .06$; Study 2b: $t(21) = -0.33$, Cohen’s $d = -0.07$, $p = .75$—or mechanical-looking robot faces, Study 2a: $t(21) = 1.05$, Cohen’s $d = 0.22$, $p = .31$; Study 2b:
$t(21) = -0.50$, Cohen’s $d = -0.11$, $p = .62$. Therefore, although spatial frequency manipulation might have reduced the level of human likeness of the faces, the differential effects of the manipulation among the different face types cannot be attributed to changes in the surface characteristics of the faces alone.

**General Discussion**

Almost 50 years ago, Mori et al. (2012) predicted that as robots increasingly resemble humans, they may fall into an uncanny valley, eliciting unintended feelings of unease, repulsion, and eeriness, insofar as they are distinguishable from humans. Although researchers propose various hypotheses to account for this phenomenon, most focus on the surface characteristics of the human replicas. In contrast, few examine the cognitive underpinnings of humans’ eerie feelings toward human replicas (for exceptions, see K. Gray & Wegner, 2012; Urgen et al., 2018). To our knowledge, the present study is the first that links the uncanny valley to the temporal dynamics of face animacy perception. Drawing upon evidence from a growing body of literature on face animacy perception (Looser & Wheatley, 2010; Wheatley et al., 2011), we conducted two studies to examine how perceived animacy changes as a function of exposure time across human, android, and mechanical-looking robot faces.

Collectively, our results demonstrate that the uncanny valley is inextricably linked to the temporal dynamics of face animacy perception. In Study 1, our results show that as a function of exposure time, perceived animacy undergoes a marked decrease for android faces, whereas it remains stable for both human and mechanical-looking robot faces. In Study 2, we further corroborate this link by showing that spatial frequency manipulation influences the decrease in perceived animacy of android faces and reduces their perceived uncanniness. Contrary to our prediction, however, removing HSF does not yield a stronger effect compared with the removal of LSF, suggesting that in addition to fine details, coarse information might contribute to face animacy perception during later stages of face processing.

Altogether, our findings support the dehumanization hypothesis against the mind perception hypothesis, showing that participants tend first to attribute and then deny a mind to a face eliciting uncanny feelings. This dual process of anthropomorphism-then-dehumanization closely maps onto the two-stage (face-then-mind) model of face processing (Looser et al., 2013; Wheatley et al., 2011). In addition, our findings provide new insights into mind perception by demonstrating that humans perceive minds in faces differently depending on the particular type of faces, and such differences are characterized by the distinct temporal trajectories of faces’ perceived animacy over time.

**Dehumanization Hypothesis and Alternative Accounts of Uncanny Valley**

The dehumanization hypothesis is inextricably linked to other accounts of the uncanny valley (for a detailed discussion of this topic, see Wang et al., 2015). For example, it overlaps with the violation of expectation hypothesis and extends its contribution by specifying the nature of both the expectation and the violation thereof in relation to face animacy perception.

In this respect, the dehumanization hypothesis is particularly akin to the mind perception hypothesis (K. Gray & Wegner, 2012), which posits that the attribution of minds to non-human entities underpins androids’ perceived uncanniness. This account implicitly assumes that observers perceive an android face as inanimate, and only with increasing exposure time
do they start to attribute a mind to it. In the present research, however, we rejected this default assumption by demonstrating that the opposite process of dehumanization is more likely to account for the perceived uncanniness of android faces. Our findings, therefore, extend the contribution of K. Gray and Wegner (2012) on the basis of the temporal processes, now newly specified and by which mind perception might account for the uncanny valley phenomenon.

In addition, our findings demonstrate that mind perception does not occur in one shot but rather relies on the dynamic perception of face animacy over time. This dynamic perception might contribute to a sense of uncertainty, particularly linked to animacy perception (Carr et al., 2017; Jentsch, 1906/1997). Whereas the perceptual mismatch hypothesis focuses on the computational level, mapping input (e.g., facial features of the human replica) to output (e.g., the uncanny feeling it elicits), the dehumanization hypothesis focuses on the algorithmic level of analysis, specifying the processes by which such mappings are achieved.

How Is Face Dehumanization Linked to the Uncanny Feelings?

Although the present research links face animacy perception to the uncanny valley, it remains unclear how the dehumanization of a face might elicit the uncanny feelings.

Moral psychologists argue that moral emotions are evolved mechanisms that serve the function of facilitating social interactions (Sherman & Haidt, 2011). From a social functionalist perspective (Keltner & Haidt, 1999), the moral emotion of disgust serves as an affective mechanism for tracking negative social value in others, reducing social engagement (Harris & Fiske, 2007) and motivating social avoidance and dehumanization (Hodson & Costello, 2007; Rozin et al., 2008).

Given that humans and nonhuman agents are evaluated on the same continuum of humanness (Waytz et al., 2010), we argue that the dehumanization of both humans and anthropomorphized robots might activate evolved disgust mechanisms, motivating avoidance behavior and eliciting repulsion. In this respect, the dehumanization hypothesis extends the pathogen avoidance account3 (MacDorman et al., 2009) by pointing to its proximate cause in terms of a cognitively/perceptually mediated process of dehumanization based on face animacy perception.

Limitations and Future Directions

In the present research, we examined participants’ ratings of animacy of human, android, and mechanical-looking robot faces, presenting each stimulus at three exposure times (i.e., 100 ms, 500 ms, and 1000 ms). In so doing, we fell short of fully capturing the temporal dynamics of face animacy perception on millisecond levels. Repeated exposure to the stimuli may also contribute to a distorted judgment of face uncanniness (Zlotowski et al., 2015). Given these limitations, future research should establish alternative measures of face animacy perception with a higher temporal resolution to examine further the cognitive and neural underpinnings of the uncanny valley. As such, event-related electroencephalography
method (Wheatley et al., 2011), coupled with implicit measures of mind perception in faces (e.g., lexicon decision task; Hugenberg et al., 2015), should be a fruitful future direction.

In addition, although the perceptual roots of mind perception have been mainly investigated in the domain of face perception, other body parts, such as hands, may also convey valuable information regarding whether an agent possesses a mind. In fact, Mori et al. (2012) originally described the uncanny valley hypothesis by using prosthetic hands as an example. Although researchers have demonstrated that prosthetic hands elicit more eerie feelings than human or mechanical-looking hands, within prosthetic hands, increasing human likeness tends to reduce perceived eeriness (Poliakoff et al., 2013, 2018). Future research examining the temporal dynamics of animacy perception in hands should account for these differences between faces and hands and further illuminate the perceptual roots of mind perception.

Conclusions

Mind perception lies at the center of interpersonal relations and might likely play a significant role in human–robot interactions. In the present study, we focus on mind perception by examining the temporal dynamics of face animacy perception across human, android, and mechanical-looking faces. Our findings indicate that humans’ affective responses toward human replicas are determined by not only their physical features but also the temporal dynamics by which we perceive minds in their faces. By shifting attention from the human replicas’ physical features to the perceivers’ ascription of minds to them, researchers can provide new insights into the psychology of the uncanny valley and eventually shed light on how we perceive each other as humans.
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Notes

2. This denial of mind to android faces, rather than completely depriving them from the potential to possess a humanlike mind, reduces the degree of mind attributed to them.
3. Pathogen avoidance hypothesis is the idea that the detection of facial features (e.g., skins) in androids indicative of poor health or contagious disease elicits uncanny feelings by activating evolved pathogen avoidance mechanisms that underpin human disgust responses.
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Appendix A. Human, Android, and Mechanical-Looking Faces. (Study 1)
Appendix B.

Normal Quantile–Quantile Plots (i.e., Normal Q–Q plots) of Mean Ratings of Animacy for Each Combination of Exposure Time (100 ms, 500 ms, and 1000 ms) and Face Type (Human, Android, and Mechanical) in Study 1.
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Appendix D.

Normal Q–Q Plots of Mean Ratings of Animacy and Uncanniness in Study 2: (A) Mean ratings of animacy in Study 2a. (B) Mean ratings of animacy in Study 2b. (C) Mean ratings of uncanniness in Study 2a. (D) Mean ratings of uncanniness in Study 2b.